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CONCURRENT SCHEDULES: SHORT- AND LONG-TERM EFFECTS OF REINFORCERS

JASON LANDON, MICHAEL DAVISON, AND DOUGLAS ELLIFFE
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Five pigeons were trained on concurrent variable-interval schedules in a switching-key procedure.
The overall rate of reinforcement was constant in all conditions, and the ratios of reinforcers ob-
tainable on the two alternatives were varied over seven levels. Each condition remained in effect for
65 sessions, and the last 50 sessions of data from each condition were analyzed. The most recently
obtained reinforcer had the largest effect on current preference, but each of the eight previously
obtained reinforcers had a small measurable effect. These effects were larger when the reinforcer
ratio was more extreme. A longer term effect of reinforcement was also evident, which changed as
a function of the reinforcer ratio arranged. More local analyses showed regularities at a reinforcer-
by-reinforcer level and large transient movements in preference toward the just-reinforced alternative
immediately following reinforcers, followed by a return to stable levels that were related to the
reinforcer ratio in effect. The present data suggest that the variables that control choice have both
short- and long-term effects and that the shortterm effects increased when the reinforcer ratios
arranged were more extreme.
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NUMBER 3 (MAY)

Most previous research on choice has fo-
cused on the description and understanding
of steady-state performance. A common ap-
proach has been to use concurrent variable-
interval (VI) VI schedules. An independent
variable, often the reinforcer ratio, is held
constant until behavior stabilizes. This typi-
cally requires about 15 to 30 sessions of train-
ing, with data from only the last few sessions
being analyzed.

This research has shown that the ratio of
responses or time allocated to the alternatives
follows the ratio of reinforcers obtained from
the alternatives. The generalized matching
law (Baum, 1974) describes choice well in a
variety of situations (see Davison & McCarthy,
1988). The logarithmic version of the gener-
alized matching law, where the log of the ra-
tio of responses emitted on the two alterna-
tives is a linear function of the log of the ratio
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of reinforcers obtained from the two alter-
natives, is given by

B,
log EQ =

where By, Bo, Ry, and Ry are, respectively, the
numbers of responses emitted on and rein-
forcers obtained from Alternatives 1 and 2.
The parameter « is sensitivity to reinforce-
ment (Lobb & Davison, 1975), and measures
the change in response ratios resulting from
a change in the reinforcer ratios. Log cis in-
herent bias, and measures any constant pro-
portional preference for one alternative over
the other.

A large body of research has shown that the
value of ¢ in Equation 1 is typically about 0.80
to 0.85 when response measures of behavior
allocation are used, whereas when time-allo-
cation measures are used this value is slightly
higher, 0.90 to 0.95 (Baum, 1979; Davison &
McCarthy, 1988; Taylor & Davison, 1983;
Wearden & Burgess, 1982). Thus, under-
matching is the standard result on concur-
rent VI VI schedules. The success of the gen-
eralized matching law in describing data from
a large number of experiments seems to im-
ply that reinforcers aggregated over relatively
long periods of time control behavior.

More recently, investigators have begun to
examine behavior when experimental condi-
tions change more frequently than the typical
15 to 30 sessions. Davison and Hunter (1979)

R
a log(é) + log ¢, (1)
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investigated concurrent VI VI schedule per-
formance when the arranged reinforcer ratio
was changed every six sessions. They started
with six sessions of concurrent extinction VI
60 s, and the reinforcer ratio was progressive-
ly increased, ending with six sessions of con-
current VI 60 s extinction. This sequence was
reversed and repeated twice, giving two as-
cending and two descending sequences. Dav-
ison and Hunter used generalized matching
analyses to assess the control exerted over
current behavior by the previous sessions’ re-
inforcer ratios. The first, third, and sixth ses-
sions following a reinforcer-ratio change were
examined. They showed that the previous re-
inforcer ratio had a large effect on prefer-
ence in the first session following a change.
There was still a measurable effect three ses-
sions after a change, but this effect was no
longer detectable six sessions after a change.
Sensitivity to the current reinforcer ratio
reached close to its asymptotic level (about
0.80) after about six sessions following a
change in ratio.

Hunter and Davison (1985) examined be-
havior in a more rapidly changing procedure.
They exposed pigeons to either concurrent
VI 60-s VI 240-s or concurrent VI 240-s VI 60-
s schedules. The schedule that was in effect
changed daily according to a 31-step pseu-
dorandom binary sequence. Thus, which re-
inforcer ratio was to be in effect in a given
session was not predictable. Like Davison and
Hunter (1979), Hunter and Davison found
that reinforcer ratios obtained in only the
previous two or three sessions affected cur-
rent performance.

Schofield and Davison (1997) systematical-
ly replicated and extended Hunter and Dav-
ison’s (1985) research. However, Schofield
and Davison found that, with repeated ex-
posures to pseudorandom binary sequences,
measurable effects of previous sessions’ rein-
forcer ratios were no longer discernible, even
in the immediately following session. Their
result suggests that under extended exposure
to frequently changing reinforcer ratios, the
control of behavior had become much more
localized.

Davison and Baum (2000) adapted a pro-
cedure introduced by Belke and Heyman
(1994) to study performance in even more
frequently changing environments. Seven dif-
ferent reinforcer ratios (27:1, 9:1, 3:1, 1:1, 1:3,
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1:9, and 1:27) were presented to the subjects
in a random order in each experimental ses-
sion. Each of these components was separat-
ed by a 10-s blackout of the keylights, and
across conditions the number of reinforcers
per component was varied. They found mod-
erate sensitivity (¢ = 0.60) to the reinforcer
ratio in the current component after as few
as six to eight reinforcer deliveries in that
component. That is, control by the current
component developed very rapidly and be-
came very localized. There was, however, no
effect on behavior of component length.

Considered with steady-state results, re-
search that has examined behavior in more
frequently changing conditions (Davison &
Baum, 2000; Davison & Hunter, 1979; Hunter
& Davison, 1985; Schofield & Davison, 1997)
indicated that the speed of adjustment of
choice to changing reinforcer contingencies
is itself a function of how quickly or how of-
ten those contingencies change, and of the
amount of previous exposure to those chang-
es. That is, sensitivity to previous reinforcer
ratios declined more quickly, and sensitivity
to the current reinforcer ratio increased
more quickly, when contingencies changed
more quickly. Indeed, in Davison and Baum’s
procedure, in which reinforcer ratios
changed several times within each session, in-
dividual reinforcers produced strikingly reg-
ular and predictable changes in preference,
each reinforcer reliably moving preference
toward the alternative from which it was ob-
tained. Successive reinforcers obtained from
the same alternative had diminishing effects
on behavior. In contrast, irrespective of its se-
quential position, a single reinforcer ob-
tained from the opposite alternative follow-
ing a sequence of reinforcers from the same
alternative (termed a disconfirmation by Davi-
son & Baum, and here) had a much larger
effect on behavior. Davison and Baum sug-
gested that their results could be modeled us-
ing a single leaky accumulator, allowing re-
inforcer deliveries to have immediate effects
on behavior that lasted for a matter of min-
utes—local control by reinforcers. This was
generally confirmed by Davison and Baum
(2002).

Simple frequency of change in reinforcing
environments, however, may not be the only
variable that controls the speed with which
behavior changes. Landon and Davison
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(2001) replicated and extended Davison and
Baum’s (2000) results using the same basic
procedure, but they varied the range over
which component reinforcer ratios changed
during a session. They showed that a given
reinforcer had a larger effect when the range
of reinforcer ratios arranged was large (e.g.,
27:1 through 1:27) than when it was small
(e.g., 1.5:1 through 1:1.5). Nevertheless, the
same basic effects, including diminishing ef-
fects of successive reinforcers on the same al-
ternative and large effects of disconfirma-
tions, were seen.

Two possible implications of the local ef-
fects of individual reinforcers reported by
Davison and Baum (2000) and Landon and
Davison (2001) are immediately apparent.
The first, suggested by our outline of the lit-
erature, is that they represent an extreme
form of the increasing rate of behavioral
change produced by increasingly rapid
changes in contingencies. Thus, local effects
of reinforcers may not occur in stable-state
concurrent VI VI performance, and behav-
ioral control in this procedure may result
from long-term aggregates of obtained rein-
forcers. The second is that similar effects are
indeed present in conventional, steady-state
concurrent VI VI performance, but have
been overlooked because the relevant de-
tailed data have not been collected and ana-
lyzed. If the latter is true, then it is possible
that steady-state performance may result only
from such local effects, or that it may arise
from a combination of local and more long-
term reinforcer effects.

To address this question, we conducted a
conventional steady-state switching-key con-
current VI VI experiment. In each condition,
we arranged one of the seven reinforcer ra-
tios used by Davison and Baum (2000). To
ensure that sufficient data were collected to
allow analyses at a local level, each condition
was in effect for 65 sessions, and the last 50
sessions of data were analyzed.

METHOD
Subjects

The subjects were 5 homing pigeons num-
bered 131, 132, 134, 135, and 136. Another
pigeon, numbered 133, died during the pres-
ent experiment, and no data obtained from
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that subject are included here. The subjects
were maintained at 85% = 15 g of their free-
feeding body weights by postsession feeding
of appropriate amounts of mixed grain. Wa-
ter and grit were freely available at all times.

Apparatus

Each pigeon was housed in a cage 380 mm
high, 380 mm wide, and 380 mm deep. The
back, left, and right walls of each cage were
constructed of sheet metal; the top, floor, and
front wall consisted of metal bars. Each cage
contained two wooden perches, the first
mounted 95 mm from and parallel to the
front wall, and the second mounted 95 mm
from and parallel to the right wall.

The right wall of each cage contained three
translucent response keys, 20 mm in diame-
ter, centered 100 mm apart and 200 mm
above the perches. The center key remained
dark and inoperative throughout. The left
key could be lit yellow, and the right key
could be lit either red or green. Both keys,
when lit, could be operated by pecks exceed-
ing a force of approximately 0.1 N. A hopper
containing wheat was located behind an ap-
erture (50 mm by 50 mm) situated 145 mm
below the center key. During reinforcer de-
livery, the hopper was raised to the aperture
and illuminated for 4 s and the keylights were
extinguished. All experimental events were
arranged on an IBM® PC-compatible com-
puter running MED-PC® software, located in
a room remote from the experimental cages.
The computer recorded the time, at 10-ms
resolution, at which every event occurred in
experimental sessions.

Procedure

A switching-key (Findley, 1958) concurrent-
schedule procedure was used. Sessions began
with the left (switching) key lit yellow, and the
right (main) key lit either red or green with
equal probability. Reinforcers were scheduled
according to a single exponential VI 30-s
schedule (p = .033 per second). Once a re-
inforcer had been arranged, it was allocated
to either the red or green alternative accord-
ing to the probability for each condition, as
shown in Table 1. Reinforcers were depen-
dently scheduled (Stubbs & Pliskoff, 1969),
meaning that once a reinforcer had been ar-
ranged for one alternative, no further rein-
forcers were arranged until that reinforcer
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Table 1

Sequence of experimental conditions, relative reinforcer
probability (shown as probability of reinforcement on the
red alternative), and the reinforcer ratio for each of the
eight conditions. The overall probability of reinforce-
ment per second was constant at .033 throughout.

Relative reinforcer Reinforcer ratio

Condition probability p(R) (R:G)
1 .5000 1:1
2 9643 27:1
3 .2500 1:3
4 9000 9:1
5 .1000 1:9
6 7500 3:1
7 .0357 1:27
8 .2500 1:3

had been obtained. A 2-s changeover delay
(Herrnstein, 1961) prevented responses from
producing an arranged reinforcer until 2 s
had elapsed since the last switching-key re-
sponse.

The sequence of experimental conditions
is shown in Table 1. Across conditions, the
overall rate of reinforcement was constant,
and the red:green reinforcer ratio was varied
between 1:27 and 27:1 through seven loga-
rithmically equally spaced levels. Condition 8
replicated Condition 3. No stability criterion
was in effect. However, 65 sessions were con-
ducted for each condition to ensure that suf-
ficient data were collected to allow analysis of
particular sequences of reinforcers. The data
from the last 50 sessions of each condition
were used in the analyses. Sessions were con-
ducted daily, and ended in blackout after 80
reinforcers had been obtained or after 42
min had elapsed, whichever occurred first.

RESULTS

The contribution of recent reinforcers to
current preference was examined as follows.
First, for consistency with Davison and Baum
(2000) and Landon and Davison (2001), a
moving temporal window of the eight most
recently obtained reinforcers was used. There
were therefore 256 distinct sequences of red
and green reinforcers in that window. Begin-
ning with the eighth reinforcer in a session,
red and green response numbers after each
successive reinforcer (up to the next rein-
forcer) were aggregated according to which
of those 256 sequences in the last eight re-
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inforcers they followed, and a log red:green
response ratio was calculated as a measure of
current preference.

Not every sequence occurred in every con-
dition. For example, Condition 7 arranged a
red:green reinforcer ratio of 1:27. A sequence
of eight successive red-key reinforcers was
therefore very unlikely, and in fact never oc-
curred in the 50 sessions analyzed for that
condition. Also, no responses were emitted
on one or the other alternative after some
sequences. Because of these factors, it was not
possible to calculate a log response ratio for
every reinforcer sequence in every condition.

For those sequences of reinforcers that did
occur and for which a log response ratio
could be calculated, the contribution of each
of the preceding eight reinforcers to the cur-
rent log response ratio was measured by
means of the following general linear model:

Br ’
log =logk + 2

BG ]:()

Rj:RZ +bj )
Rj:(}l _b]

(2)

In Equation 2, the subscript j denotes rein-
forcer lags in the preceding sequence of
eight reinforcers, so that Ry is the most recent
reinforcer. The coefficients §; are log (Base
10) response ratios, and represent the
amount of current preference attributable to
the reinforcer at lag j. If that reinforcer was
obtained from the red alternative, bj is added,
because the log response ratio should move
in a positive direction. Similarly, b] is subtract-
ed if the reinforcer at lag jwas obtained from
green. We call b; the log reinforcer effect. It is
conceptually, but not quantitatively, analo-
gous to sensitivity to reinforcement (a in
Equation 1) at each lag. The constant log k
is also a log response ratio; it measures the
residual amount of current preference that is
not attributable to any of the eight most re-
cent reinforcers. This constant therefore
combines the more distant effects of prior re-
inforcers with any inherent bias (i.e., log ¢in
Equation 1).

We obtained the best fitting least squares
estimates of b; and log k by fitting Equation 2
to the log response ratios following each
eightreinforcer sequence using Quattro Pro®
v. 8’s Optimizer function. This analysis was
carried out separately for each condition and
for each subject. Figure 1 shows the results of
these analyses. The log reinforcer effect (b))
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Fig. 1. Log reinforcer effect on current preference of each of the previous eight reinforcers for each subject
plotted as a function of reinforcer lag (0 being the most recently obtained reinforcer). Also shown are the values of
log k (see Equation 2) for each subject.

of each of the preceding reinforcers is plot- Figure 1 shows four major effects. First, the
ted as a function of reinforcer lag (Lag 0 is most recently obtained reinforcer had by far
the most recent reinforcer) for each subject the largest effect on current behavior. Sec-
and each condition. The constant (log k) is ond, in each condition, reinforcers beyond
also shown for each subject and condition. lag zero had similar effects on current behav-
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ior. Third, reinforcers had larger effects on
behavior in conditions in which the reinforc-
er ratio was more extreme. Fourth, the con-
stant (log k) was more extreme when the re-
inforcer ratio was more extreme. Figure 1
shows that the results in the original Condi-
tion 3 and its replication (Condition 8) were
similar. Therefore, the data from Condition
3 were used rather than those from the rep-
lication in this and subsequent analyses. A
two-way repeated measures analysis of vari-
ance (ANOVA) was used to confirm the ef-
fects of reinforcer ratio and of the sequential
position of the reinforcer on the log rein-
forcer effect. The ANOVA showed a signifi-
cant effect of the reinforcer ratio, F(5, 168)
= 21.69, p < .05, but no significant effect of
the sequential position of the reinforcer, (6,
168) = 1.98, p > .05.

To investigate further the effect of rein-
forcer ratio on log reinforcer effect, a Page
planned comparisons! test (Marascuilo &
McSweeney, 1977; Page, 1963) weighting
mean ranks by quadratic orthogonal polyno-
mials was applied to the mean data, across
conditions, from the individual subjects. A
significant quadratic effect was found (k = 7
conditions, N = 8 reinforcers; z = —6.31, p
< .05), showing that the effect of a reinforcer
increased as the arranged reinforcer ratio be-
came more extreme. The upper panel in Fig-
ure 2 plots these mean data as a function of
both the arranged log reinforcer ratio and
reinforcer lag, and the lower panel plots log
reinforcer effect at Lag 0 and the mean log
reinforcer effect from Lags 1 through 7 as a
function of the arranged log reinforcer ratio.
These graphs show the relation between re-
inforcer effect and reinforcer ratio, and the
upper panel shows that reinforcers beyond
Lag 0 did not have any differential effects on
current behavior.

As mentioned earlier, the constant (log k)
in Equation 2 measures the residual current
preference once the effects of each of the
eight previous reinforcers are removed, and
so might be best viewed as the effects of more
distant aggregations of reinforcers in the cur-
rent condition. A one-way ANOVA was used

I The use of a planned comparisons test is justified by
Landon and Davison’s (2001) results, which allow an a
priori prediction that log reinforcer effect will be greater
when the reinforcer ratio is more extreme.
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to confirm that log k did in fact change as the
reinforcer ratio changed, F(6, 28) = 26.87, p
< .05.

The use of an eightreinforcer window in
the above analyses shows how previous rein-
forcers affect current preference. Given the
large effects of reinforcers at Lag 0 and the
smaller effects of reinforcers beyond Lag 0,
however, it is possible that a smaller window
might suffice to describe the data. Therefore,
we repeated these analyses and varied the
window size from one to eight reinforcers.
Values of log reinforcer effect were not
changed in any systematic way by this varia-
tion. Figure 3 shows the values of log k ob-
tained from these analyses plotted as a func-
tion of the window size for each subject in
each condition. Nonparametric tests for
trend (Ferguson, 1966) confirmed that, in all
conditions except Condition 1 (1:1 reinforcer
ratio), log k became significantly less extreme
as the window size was increased. The zscores
obtained for the trend tests in each condition
are shown in Figure 3. Decreases in log k were
greater in conditions in which the reinforcer
ratio was more extreme. The values of log k
support the earlier analysis suggesting that
previous reinforcers did have an effect on
current preference, and that this effect was
greater when the reinforcer ratio was more
extreme. Moreover, the trends suggest that
control may have been more local in condi-
tions in which the reinforcer ratio was more
extreme.

A local analysis similar to those reported by
both Davison and Baum (2000) and Landon
and Davison (2001) broke the data into log
response ratios emitted in interreinforcer in-
tervals following every sequence of reinforc-
ers obtained in a condition. A sliding window
of nine reinforcers was used. Thus, before the
first reinforcer in a sequence, one log re-
sponse ratio could be calculated. After the
first reinforcer and before the second, two
log response ratios were available (one follow-
ing a red reinforcer, and one following a
green reinforcer). After two reinforcers in a
sequence, four log response ratios were avail-
able, one for each possible two-reinforcer se-
quence, and so on.

Figure 4 shows the log response ratio emit-
ted following sequences of red or green re-
inforcers obtained in succession, and the ef-
fects of a single disconfirmation at each
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Fig. 2. The upper panel shows log reinforcer effect plotted as a function of reinforcer lag and the log arranged
reinforcer ratio, averaged over the 5 subjects. The lower panel shows log reinforcer effect at Lag 0 and the mean
value across Lags 1 through 7, both as a function of the log arranged reinforcer ratio.
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Fig. 3. Log kin each condition for each subject plotted as a function of the size of the moving window used in
the analyses. Also shown are the z scores obtained from nonparametric tests for trend in each condition.

sequential position in each condition. Data
were omitted from the graphs if fewer than
30 responses were recorded at either alter-
native. Local effects, similar to those reported
by Davison and Baum (2000) and Landon

and Davison (2001), were evident in the pres-
ent data. Specifically, successive reinforcers
obtained from the same alternative generally
moved preference towards the alternative
from which they were obtained, irrespective
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of the reinforcer ratio arranged in that con-
dition. Moreover, disconfirmations had com-
paratively large effects on preference.

One point of difference between the pres-
ent results and those reported earlier by Dav-
ison and Baum (2000) and Landon and Dav-
ison (2001) is the asymmetry in the tree
structures in Figure 4. Successive same-alter-
native reinforcers obtained at the alternative
providing the lower rate of reinforcement
had larger effects on the log response ratio
than those obtained at the alternative provid-
ing the higher rate of reinforcement. In each
condition, there was also an apparent limit on
how far preference moved following sequenc-
es of same-alternative reinforcers obtained at
the alternative providing the higher rate of
reinforcement, and these limits were ordered
in the same way as the reinforcer ratios.
Moreover, the tree structures as a whole were
biased toward the alternative that provided
the higher rate of reinforcement.

The results presented in Figure 4 show be-
havior emitted in successive interreinforcer
intervals. An even more local analysis was
used to examine behavior during interrein-
forcer intervals in each condition. To do this,
the data were collated across subjects into 5-s
time bins following all possible two-reinforcer
sequences. Separate log response ratios were
calculated for each 5-s bin following each of
the four sequences of reinforcers; Figure 5
shows the log red:green response ratio in
each 5-s bin for each sequence plotted as a
function of time since reinforcement.

The missing leftmost points in Figure 5
show that in many cases (18 of 32), prefer-
ence in the first 5-s bin following a reinforcer
was exclusive to the alternative from which a
reinforcer had just been obtained. A number
of consistencies are evident across conditions.
First, a single reinforcer in each condition re-
sulted in a large transient shift in preference
towards the alternative at which it was ob-
tained. For example, in Condition 1 (1:1 re-
inforcer ratio), the effects of a red- or green-
alternative reinforcer were symmetrical: In
the first two bins after reinforcement, a
strong preference was evident for the justre-
inforced alternative, and thereafter the log
response ratio quickly returned to a stable
level close to zero. In other conditions similar
transient movements in preference were also
evident. Across conditions, however, prefer-
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ence stabilized at levels that changed as a
function of the log reinforcer ratio arranged
in that condition, and thus might be consid-
ered analogous to log k above.

Some representation of the quadratic ef-
fect of the reinforcer ratio on log reinforcer
effect shown in Figure 2 might also be ex-
pected in Figure 5. Indeed, a similar effect
was evident in the duration of the transient
movement in preference. If Condition 1 (1:1)
is considered, preference had, in all cases, re-
turned to its stable level by the third or fourth
5-s bin following a reinforcer delivery. In
Condition 4 (9:1), preference did not return
to its stable level until the sixth or seventh 5-
s bin following a reinforcer delivery on the
more frequently reinforced alternative, and
in Condition 2 (27:1) this was not the case
until about the ninth 5-s bin. Across condi-
tions, the duration of the transient movement
in preference increased as the reinforcer ra-
tio increased.

Figure 6 shows the mean number of re-
sponses emitted in each successive 5-s bin fol-
lowing each of the four sequences of rein-
forcers as a function of time since
reinforcement. Data were omitted when a
particular time bin was reached fewer than
five times. Response rates were similar across
conditions, and it is clear that they were un-
affected by whether the most recent reinforc-
er was from the same or the opposite alter-
native to the preceding reinforcer. In
conditions in which reinforcement was un-
equal, however, response rates differed in the
first two bins after a reinforcer delivery. In all
cases, the response rate following a reinforcer
obtained from the leaner alternative was sub-
stantially lower than that following a reinforc-
er at the richer alternative. These response
rates were about equal by the third 5-s bin
after a reinforcer delivery.

DISCUSSION

The present results show that the local ef-
fects of reinforcement evident when contin-
gencies changed very rapidly (approximately
every 10 reinforcers; Davison & Baum, 2000;
Landon & Davison, 2001) were also present
in a steady-state procedure (when contingen-
cies were changed every 65 sessions). Thus,
the regular effects on preference of individ-
ual reinforcers seen in the previous research
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CONDITION 3 (1:3)

CONDITION 6 (3:1)

CONDITION 8 (1:3)

CONDITION 4 (9:1)

CONDITION 5 (1:9)

LOG RESPONSE RATIO (R/G)

CONDITION 2 (27:1)

CONDITION 7 (1:27)

20 40 60 80

20 40 60 80

TIME SINCE REINFORCEMENT (5-s BINS)

Fig. 5.

The log response ratio emitted in successive 5-s time bins following the four possible two-reinforcer se-

quences. Also plotted are reference lines indicating zero on the y axes.

were not solely the result of rapidly changing
contingencies. Many similar effects were evi-
dent in the present results. A number of anal-
yses showed that individual reinforcers had
consistent effects on behavior. Moreover, if
the behavior in Condition 1 of the present
study (Figure 4) is compared to the behavior
in Condition 8 of the Landon and Davison

study (see their Figure 6), the effects of in-
dividual reinforcers are almost superimpos-
able. In other conditions, reinforcer-by-rein-
forcer analyses showed the same large effects
of disconfirmations and smaller effects of se-
quences of reinforcers at the same alternative
(Figure 4).

The analyses of the effects of preceding re-
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CONDITION 1 (1:1)
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CONDITION 3 (1:3)

CONDITION 8 (1:3)

CONDITION 4 (9:1)

CONDITION 5 (1:9)

MEAN NUMBER OF RESPONSES PER 5-s BIN

CONDITION 7 (1:27)

20 40 60 80

20 40 60 80

TIME SINCE REINFORCEMENT (5-s BINS)

Fig. 6. The mean number of responses emitted in successive 5-s time bins following the four possible two-rein-
forcer sequences. The filled symbols show behavior when the most recent reinforcer was obtained at the red alter-
native, and the open symbols show behavior when the most recent reinforcer was obtained at the green alternative.
Data were omitted when a particular time bin was reached fewer than five times.

inforcers on behavior (Figures 1 and 2)
showed that each of the previous eight rein-
forcers had a small but generally positive ef-
fect on current preference. The only differ-
ence evident in the effects of these
reinforcers was that the most recently ob-

tained reinforcer had a substantially larger ef-
fect on preference than the preceding ones.
It was also the case that reinforcers obtained
in conditions in which the reinforcer ratio
was more extreme had larger effects (see Fig-
ure 2). This was also supported when the win-



SHORT- AND LONG-TERM REINFORCER EIFFECTS

dow size was varied (Figure 3), which showed
that log k decreased as window size was in-
creased and that log k decreased more quick-
ly when the reinforcer ratio was more ex-
treme. The latter finding suggests that
control might have been more local in con-
ditions with more extreme reinforcer ratios.
The long-term effects of reinforcer ratio re-
semble the effect of context reported by Lan-
don and Davison (2001). They reported an
effect of range of variation, however, whereas
in the present experiment the effect seems to
be due to extremity of the reinforcer ratio.
Whether these effects are the same is a ques-
tion for future research, but it remains pos-
sible that Landon and Davison’s finding was
due to their arranging more or less extreme
ratios in different conditions rather than ra-
tios that varied over a wider or narrower
range. This context effect was also evident
when we analyzed preference during inter-
reinforcer intervals (Figure 5). In this case,
the duration of the shift in preference, rather
than its magnitude, on the higher reinforcer-
rate alternative increased with increasing re-
inforcer ratio.

The analyses shown in Figures 1 and 2 are
particularly important because, in addition to
showing clear short-term effects of individual
reinforcers, they also provide evidence for
substantially longer term effects of reinforc-
ers. Across conditions, the constant (log k),
which measures the effects of longer term ag-
gregations of reinforcers, changed with the
reinforcer ratio in effect. A similar effect was
also evident when log response ratios were
analyzed during interreinforcer intervals
(Figure 5). In both these analyses, behavior
stabilized after reinforcers at levels ordered in
the same way as the reinforcer ratios ar-
ranged in each condition. Thus, converging
evidence suggested both long- and short-term
effects of reinforcers on behavior, and that
control was not purely local, as suggested by
Davison and Baum (2000).

The log response ratios at which prefer-
ence stabilized during interreinforcer inter-
vals in Figure 5 were less extreme than the
log kvalues obtained from the analysis of con-
trol by the eight most recent reinforcers (Fig-
ure 1). This occurred because the delivery of
another reinforcer resets the interreinforcer
interval to zero, and short intervals were
much more common than long intervals.
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Thus, most of the behavior from which log %
values were derived came from the left end
of the functions shown in Figure 5, where
preference was relatively extreme. This makes
the orderly relation between the stable pref-
erences shown in Figure 5 and reinforcer ra-
tio more striking, because it represents con-
trol by the reinforcer ratio even when no
reinforcers had been obtained for much lon-
ger than the average scheduled interreinforc-
er interval.

The asymmetry evident in the tree struc-
tures in the present results (Figure 4) repre-
sents a clear difference from the results re-
ported by Davison and Baum (2000, 2002)
and Landon and Davison (2001). This is
probably because those authors always ar-
ranged conditions in which the average with-
in-session reinforcer rates on the two alter-
natives were equal. That is, because their sets
of arranged reinforcer ratios were always sym-
metrical, their sessional log reinforcer ratio
was always zero. Here, we arranged nonzero
log reinforcer ratios in most conditions, so it
may not be surprising that we found asym-
metrical trees (Figure 4). If this interpreta-
tion is correct, it again highlights the impor-
tance of longer term aggregations of
reinforcers in addition to the shortterm ef-
fects we have documented.

The trees (Figure 4) are generally consis-
tent with the effects of the reinforcer ratios
already discussed (e.g., Figure 5). In each
condition, the entire tree moved towards the
alternative providing the higher rate of rein-
forcement, with apparent limits to preference
ordered in the same way as the reinforcer ra-
tios. Figures 4 and 5, however, show apparent
discrepancies in the effects of disconfirma-
tions and successive same-alternative reinforc-
ers. Figure 4 shows large effects of disconfir-
mations and comparatively small effects of
successive same-alternative reinforcers at a re-
inforcer-by-reinforcer level. In contrast, Fig-
ure 5 shows that within interreinforcer inter-
vals, reinforcers obtained from the richer
alternative had large effects and reinforcers
obtained from the leaner alternative had
small effects, irrespective of whether the re-
inforcer was obtained from the same or the
opposite alternative to the preceding rein-
forcer. Given this, and the fact that Davison
and Baum (2000) used the term disconfirma-
tion to describe a reinforcer that broke a se-
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quence of same-alternative reinforcers when
they arranged symmetrical distributions of re-
inforcers, it seems best in the present context
(where the distribution of reinforcers was
asymmetrical) to consider disconfirmations
as reinforcers obtained at the leaner alterna-
tive.

Although Figure 4 shows choice following
sequences of successive reinforcers obtained
at the richer alternative, these log response
ratios would again have consisted mainly of
behavior from the left end of the functions
shown in Figure 5, where preferences were
relatively extreme and response rates were
higher than those following a reinforcer at
the leaner alternative (Figure 6). Because the
durations of the transient movements in pref-
erence changed with the reinforcer ratio, the
log response ratios during the interreinforcer
intervals would also have changed, and the
limits of the trees would also have changed
across conditions. Following the disconfir-
mations shown in Figure 4, the transient
changes in preference were short, and as Fig-
ure 6 shows, the response rates were also low.
Thus, disconfirmations resulted in preferenc-
es similar to the stable levels shown in Fig-
ure 5.

Davison and Baum (2002), using the rap-
idly changing procedure outlined earlier
(Davison & Baum, 2000), reported that pref-
erence moved towards indifference during
periods of extinction following each compo-
nent, irrespective of the reinforcer ratio in
that component. This finding might, at first,
seem inconsistent with the present results,
which showed that the reinforcer ratio con-
trolled behavior even after uncommonly long
periods without reinforcement. Davison and
Baum’s procedure, however, arranged seven
reinforcer ratios (1:27 through 27:1) that
were symmetrical around 1:1. Because their
sessional reinforcer ratio was 1:1, a shift to-
wards indifference was also a shift towards the
sessional reinforcer ratio. That is, our sugges-
tion of some control by longer term reinforc-
erratio aggregates is also consistent with Dav-
ison and Baum’s (2002) result.

Taken together, the present results and
those reported by Davison and Baum (2000,
2002) and Landon and Davison (2001) sug-
gest a need to reexamine the variables that
control concurrent performance. The gen-
eralized matching law (Baum, 1974) has been
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used to describe a wide variety of concurrent-
schedule research (Davison & McCarthy,
1988). Given the regularities evident at this
molar level of analysis, it has been assumed,
often implicitly, that behavior is controlled by
relatively large aggregations of reinforcers.
Indeed, the present results were also de-
scribed well at the molar level. The research
outlined in the introduction suggested that,
as reinforcer ratios were changed more rap-
idly, the locus of control became progressively
more local; the present results suggest that
this interpretation might be, to some extent,
correct.

The present results also show, however, that
even in steady-state concurrent-schedule per-
formance, significant local effects of reinforc-
ers occurred, similar to those reported for
rapidly changing procedures. Landon and
Davison (2001) suggested that their experi-
ment provided some evidence that both local
and global factors affect performance, and
that the best way to view performance under
the contingencies they arranged was in terms
of dual control by both short- and long-term
contingencies (see also Davis & Staddon,
1990). The present results suggest that this
view also applies to steady-state performance,
because both short- and long-term effects of
reinforcers were evident. Moreover, the
amount of control exerted by local contin-
gencies seemed to change across conditions.
Evidence was provided that these local con-
tingencies exerted greater control when the
reinforcer ratio was more extreme. The pres-
ent results, therefore, suggest that neither
purely short-term nor purely long-term pro-
cesses can account for overall performance.

What is the appropriate level of analysis to
study behavior? Both Skinner (1938) and
Nevin (1984) have suggested that the appro-
priate level is that which produces orderly re-
lations between an independent variable and
behavior. This criterion has traditionally been
met when relatively large aggregations of re-
inforcers and responses have been used, as
was the case in the present research. The
present research, however, showed that reg-
ularities were also evident both at a reinforc-
er-by-reinforcer level and when the data were
aggregated across 5-s time bins during inter-
reinforcer intervals. Neither local nor molar
levels of analysis alone sufficed to account for
all aspects of concurrent VI VI performance:
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Molar analyses fail to explain the local effects
of reinforcers, but the more local analyses fail
to explain the longer term effects of rein-
forcers. Any future attempts to explain choice
must consider both short- and long-term ef-
fects of reinforcers.
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